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Meta-analysis of studies with two groups and two measurement occasions 
must employ order-one effect size indices to represent study outcomes. 
Especially with non-random assignment, non-equivalent control group 
designs, a statistical analysis restricted to post-treatment scores can lead to 
severely biased conclusions. The 109 primary studies included in 4 meta-
analyses were recovered, and their authors were contacted to request the raw 
data to calculate the order-one effect size indices. From this total we only 
got 13 primary studies. The results with the raw data analysis were 
compared with those performed with the order-zero and order-one indices. 
Despite the difficulties for gathering the data, the few data sets analyzed 
show that if the meta-analysis is performed with order-zero indices, the 
results can be severely misleading. 

The effect size (ES) has been defined as the degree to which the 
phenomenon is present in the population (Cohen, 1977), the degree to 
which the results differ from the null hypothesis (Cohen, 1994; Thompson, 
2006), the magnitude or strength of the results (Johnson, Mullen & Salas, 
1995), or the size of the relationship between any two variables (Rosenthal, 
1991). Meta-analysis can only achieve its goals by effecting good choices in 
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the method used to represent the studies outcomes. The weighted 
combination and analysis of several independent estimates of the effect size 
indices selected to represent the outcomes allows reaching answers to the 
questions posed. 

There are many alternative indices of ES (Fleiss, 1994; Rosenthal, 
1991, 1994; Sánchez-Meca, Marín-Martínez & Chacón-Moscoso, 2003); 
Huberty (2002) has listed up to 61 different indices. The ES index can be 
selected from this range taking into account the methodological 
characteristics of the specific field, the hypothesis of research, and the type 
of study outcome analyzed. The range of methods to manage the results has 
no known limits. However, despite this variety, those most frequently 
employed in psychology are essentially three: the standardized mean 
difference, the Pearson’s correlation coefficient and the odds ratio (Botella 
& Gambara, 2002; Cooper, 1989; Lipsey & Wilson, 2001; Marín & 
Sanchez, 1996; Rosenthal, 1994). 

The increasing use of multivariate models has conveyed the need of 
resuming results that reflect the complex relationships existing among a 
larger number of variables compared to the bivariate case. This is the main 
reason for putting forward a claim for an increasing use of ES indices that 
takes into account the influence of a covariate (Keef & Roberts, 2004; 
Huedo, 2006). These are called order-one indices or partial effect sizes, 
whereas the three basic indices mentioned in the previous paragraph are 
called order-zero indices. 

A simple multivariate design, very common in applied settings, 
includes two groups (experimental, control) and two moments of 
measurement (pre-treatment, post-treatment). If it is a quasi-experimental 
design, with a non-equivalent (non-randomized) control group, there is no 
guarantee for the equivalence between the groups before the intervention 
(Cook & Campbell, 1979). Thus, the pre-treatment measure allows testing 
the equivalence in the pre-treatment scores. Even when randomization is 
included in the experimental design and it is expected that it will equate the 
groups, this process can fail. Especially with small samples, randomization 
can yield samples with important differences. The order-zero ES indices 
(based on post- scores) can be severely biased when the two groups are non-
equivalent and the pre-treatment scores are ignored. The order-one indices 
provide a better performance as they do take into account the pre-treatment 
scores. Huedo (2006) has shown in simulation studies the dramatic effects 
that ignoring the pre-treatment scores can have on the conclusions of the 
meta-analysis. In the present study we illustrate this at a practical level 



Effect size índices in meta-analysis 
 

293

through the statistical information provided by a set of primary studies, 
included in a published meta-analysis. 

 

The present study 

Originally, our plan for the present study included three steps, 
although finally it had to be changed because of the circumstances 
described below. First, we chose a problem with a potentially high number 
of studies published employing the design described above: two groups 
(experimental, control) and two measures (pre-treatment, post-treatment). 
Although what we were looking for is better captured in quasi-experimental 
designs with non-equivalent control group, it could also appear with 
randomized designs (especially with small samples). In the process of 
identification of possible studies to be included, we browsed for a meta-
analysis already published on a problem for which that design was well 
suited. Thus, we identified four meta-analysis candidates to be the source of 
primary studies. Second, the attempt was made to access the primary studies 
included in these meta-analyses. Third, we performed parallel analyses, 
with order-zero and order-one ES indices, comparing the conclusions 
reached. 

Our plan was modified because of the insurmountable difficulties in 
gathering the information from the primary studies. For meta-analyses 
employing order-zero ES indices, the statistic information for the 
calculations is often available in the published results. However, order-one 
indices are based on statistics usually absent in the papers. Thus, we 
decided to ask the authors of the primary studies for the raw data and then 
calculate by ourselves all the desired indices. This allowed us a direct 
analysis of the data in a scenario of primary analysis, rather than in a meta-
analytic scenario, giving us the opportunity of comparing the conclusions 
reached with primary and meta-analytic procedures. 

 

Choosing the Effect Size indices and gathering information from 

the primary studies 

We selected five ES indices: two order-zero and three order-one 
indices. They were selected according to their frequency of use and their 
potential advantages. The appendix includes a more detailed description of 
the indices. The order-zero indices are the two more commonly employed 
in psychology with quantitative variables: the standardized mean difference 
(δ) and the Pearson’s correlation coefficient (ρ). They are related 
algebraically and only differ in the easiness for interpreting the results 
(Rosenthal, 1994). 
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Our order-one indices are those judged as conceptually closer to the 
order-zero indices selected; of course, they take into account the pre-
treatment scores (two alternatives to δ and one alternative to ρ): the 
partialized standardized mean difference (δp), the difference between the 
standardized mean change scores (δc), and the partial correlation (ρp). There 
are many more alternatives, and indeed some of them have shown 
interesting properties that make them more desirable than some of those 
selected. However, we have not taken them into consideration because it is 
unrealistic to employ the discarded alternatives since the researcher cannot 
gather all the necessary information from a relevant number of the primary 
studies selected.    

We searched in the databases PsycInfo, Medline and ERIC for some 
meta-analyses that met the six following inclusion criteria: 

1) The design of the primary studies included in the meta-analysis 
should have at least two groups, one of which must be a control 
group, and with at least two measurements on each group, pre- and 
post-treatment. 

2) The equivalence of the groups in the pre-treatment measures is not 
guaranteed by means of random assignment to the groups. 

3) The meta-analysis reports enough details to be replicated step-by-
step (Botella & Gambara, 2006; Rosenthal, 1995). 

4) The meta-analysis was published between 2006 and 2008. 

5) At least more than half of the primary studies included in the meta-
analysis had been published after 1995, as recent publication increases 
the probability of gaining access to the authors and the data. 

6) The dependent variable recorded in the pre- and post-treatment 
must be measured with the same and unique scale. 

We selected four meta-analyses. One met the six inclusion criteria, 
whereas the other three met five of them. One hundred twenty-one primary 
studies integrated the four meta-analyses; finally, we obtained the written 
reports of 109 primary studies. 

As is easily appreciable in the appendix, for calculating the five ES 
indices and their variances, many statistical details that are not routinely 
included in the published reports are needed. In fact, only half of the 
primary studies provided the values of the pre- and post-treatment sample 
sizes in both groups (control and experimental), their means and standard 
deviations. Moreover, none of the primary studies provided the bivariate 
correlations, the partial correlations, the mean square error of the analysis of 
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covariance and the adjusted means (when an ANCOVA model was 
employed). 

Since more than half of the 109 primary studies did not provide 
enough statistical information we decided to contact the main authors (or 
their co-authors when we were unable to contact the main ones) asking for 
the pre-post raw data. The years of publication of the 109 primary studies 
fell between 1980 and 2006, and 75% of the primary studies were published 
before 2003. However, many authors might have moved to a different job, 
and furthermore some of the older primary studies did not provide the e-
mail address. In fact, 53 main authors had changed their addresses and we 
were unable to find the current address of twelve authors. 

To find out the current address of the main authors we used PsycInfo 
and Medline databases, where we sought the main author of the study. 
When we did not find it or we were not sure or unsatisfied with the 
findings, we made a new search in Google. If this second search was 
unsuccessful, the same process was followed for the second author. In the 
case where we did not obtain the address of either the first or second author, 
we decided to search for any recent publication which he or she might have 
co-authored. We contacted the main author of this publication requesting 
the current address of the researcher focus of our attention. As a result, we 
contacted six main authors successfully, as all of them provided us with the 
updated information almost immediately. 

We then sent e-mails to each of these researchers, asking if they were 
willing to send us the pre- and post- raw data in both groups from their 
studies, briefly explaining the purpose of our research and the utility that 
their data could have for us. Therefore, 83 e-mails and 6 letters were sent. 
From this total only 48 authors answered this first request, eight authors 
sent us their data but twenty-five authors did not send their data, giving 
different reasons. 

About a month later, we again sent the same message as on the first 
occasion along with a new request to those authors who had not replied to 
the first message or who had answered committing themselves to provide an 
answer, but had failed to do so at the time. Unfortunately, after this second 
attempt, only one author sent us the raw data. 

Approximately a month after the second request we re-sent the first 
and second messages together, as a third attempt, to the authors that had not 
yet answered any of the previous requests. The same procedure was 
followed with those that had promised to collaborate but had not done so. 
Following this third request another four authors delivered their data to us. 
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In short, after contacting the leading authors of 109 primary studies 
included in four meta-analysis, with the common feature that their primary 
studies involved a design of at least two groups (control and experimental) 
and two measure occasions (pre- and post treatment), in both groups, and 
after sending 237 e-mails and 6 letters, we only got the raw data of 13 
primary studies. From these 13 data sets, 8 were sent after the first request, 
1 after the second, and 4 after the third request. 

The 237 e-mails and 6 letters were distributed as follows: (a) first 
request, 83 e-mails and 6 letters; (b) second request, 42 e-mails; (c) third 
request, 24 e-mails; (d) additional information, 41 e-mails (e) 
acknowledgements, 34 e-mails thanking for their collaboration and 13 e-
mails thanking the authors for actually sending their raw data. 

We describe this process in some detail because the first conclusion of 
our study has to do with this. The papers describing the primary studies do 
not contain, in general, enough information for calculating the estimates of 
the order-one ES indices, just those more suited for the type of designs we 
have worked with. Furthermore, the attempts to gather from the authors the 
raw scores for making the calculations have been exhausting and almost 
useless. The same feeling has been experienced by others in similar 
circumstances (Wicherts, Borsboom, Kats & Molenaar, 2006). As far as is 
reflected in our experience, many psychologists do not adhere in practice to 
the APA guides about data sharing, a point that has been already 
highlighted by leading scientific journals (e.g., Botella & Ortego, in press; 
Nature, 2006). 

  

Data Analysis 

Despite the above conclusion, the authors of 13 reports sent us their 
raw data: seven from the meta-analysis of Stice, Shaw and Marti (2006), 
whereas the other six (Bormann, Gifford, Shively, Smith, Redwinw, Kelly, 
Becker, Gershwin, Bone & Belding, 2006; Ettelson, 2002; Neiding, Smith 
& Brashers 2003; Rohde, Clarke, Mace, Jorgensen & Seeley, 2004; 
Sikkema, Hansen, Kochman, Tate & DiFranceisco, 2004; Weiss, Mulder, 
Antoni, de Vroome, Garssen & Goodkin , 2003)  were distributed between 
the other three meta-analyses (Christensen, Kristensen, Bartels, Bliddal & 
Astrup, 2007; Scott-Sheldon, Kalichman, Carey & Fielder, 2008; Weisz, 
McCarty & Valeri, 2006). Obviously, the only group of studies that could 
serve our purposes is that of the primary studies included in the Stice et al’s 
meta-analysis (2006). The sources of the seven studies are marked with an 
asterisk in the references. Five studies contributed with one data set, 
whereas one study contributed with two sets, and one study contributed 
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with three sets. The following calculations and analyses are based on those 
10 data sets. Table 1 shows the descriptive statistics. 

 

 

Table 1. Main descriptive statistics of the 10 data sets included in the 

study. The first column shows the categorization of each study as 

randomized (R), non-randomized ((R) or unclear. 

 

 Experimental Group Control Group 

Data set 
N preBMI  

2
preS  

postBMI  
2
postS  

post/prer  N preBMI  2
preS  

postBMI  2
postS  

post/prer  

1 - R 18 21.37 19.26 21.97 17.06 .989 14 26.33 65.01 26.84 64.71 .997 

2 - R 404 22.64 16.52 22.66 16.50 .969 177 23.69 25.51 23.83 26.64 .960 

3 - U 265 18.32 7.78 18.72 8.59 .964 220 17.59 5.71 18.07 5.88 .959 

4 - U 251 17.96 7.62 18.57 8.56 .964 220 17.59 5.71 18.07 5.88 .959 

5 - U 41 17.29 5.48 17.50 5.64 .902 48 17.07 8.64 17.19 7.78 .929 

6 - NR 2098 19.63 14.26 19.73 13.30 .965 888 19.20 13.07 19.39 12.09 .965 

7 - U 261 21.52 25.00 21.74 25.69 .990 244 21.46 23.22 21.67 23.05 .995 

8 - U 312 22.55 29.20 22.73 29.51 .988 244 21.46 23.22 21.67 23.05 .995 

9 – U 298 22.28 27.93 22.50 27.60 .991 244 21.46 23.22 21.67 23.05 .995 

10 - NR 80 27.80 49.97 28.19 55.93 .981 99 25.85 34.57 26.21 34.86 .982 

Overall 4028 20.43 20.46 20.61 20.13 .978 2398 20.20 21.49 20.45 21.02 .983 

 

 

 

The studies involve programs for prevention of obesity. One of the 
dependent variables analyzed is the Body Mass Index (BMI), defined as the 
weight in kilograms divided by the squared height in meters. It is expected 
that the participants that receive the programme will increase their BMI less 
(or it may even remain stable or decrease) than those in the control group. 
As we have the raw scores, we can provide separate analyses based either 
on the raw scores or on the group statistics. In fact, one of our main 
purposes was to compare the conclusions reached with both analyses. The 
results are presented in three sections. First, we describe the analysis of the 
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raw scores. Second, we reproduce a meta-analytic scenario in which the 
meta-analysts have only the group statistics and employ order-zero ES 
indices. And finally, we employ all the information to calculate the order-
one ES indices and repeat the meta-analysis with these indices. 

 

Analysis of the direct scores 

First of all, we have analyzed the scores separately for each moment. 
We ran an ANOVA on the post- scores to test whether there are significant 
differences between the experimental and control groups when ignoring the 
pre- scores. Table 2 shows that setting α in 0.05 there are 3 programs (5, 7 
and 9) that show no significant differences. For the remaining seven 
programs, the significant difference in 2 studies is in the expected direction 
(1 and 2) and in 5 programs the difference appears to be in the opposite 
direction (3, 4, 6, 8 and 10). The same analysis on the simple aggregation of 
data, ignoring the program, showed no significant difference (table 2, last 
row). 

Then we analyzed (also with ANOVAs) for any difference between 
the groups in the pre-treatment scores. Table 2 shows that there are no 
significant differences in 4 programs (4, 5, 7 and 9; three of them are the 
same that show no significant differences in the post- scores). About the 
rest, in two programs the difference is in the expected direction for the post- 
scores (1 and 2, the same as in the post- scores) and opposite in the other 
four (3, 6, 8 and 10). The aggregated whole sample also shows a significant 
effect (table 2, last row). This first set of analysis reveals that an analysis 
that ignores the pre-scores probably leads to erroneous conclusions because 
there are important pre-treatment differences that should be considered in 
some way. 

The most appropriate way to analyze the raw scores is by a factorial 
ANOVA (2 occasions in 2 groups) to check for statistical significance of 
the interaction (a statistically identical choice consists in analyzing the 
change scores, as the difference between the individual post- and pre- 
scores). Last column of Table 2 shows the results for each data set. Only 
one data set (program 6) shows statistical significance for the interaction. 
Graphing the means for that program (Table 1) shows that the interaction 
reveals a beneficial effect of the intervention (BMI increases from pre- to 
post- moment to a lesser extent in the experimental than in the control 
group). Despite that only one data set shows a significant interaction, the 
aggregated sample shows also a significant effect (table 2, last row). The 
inspection of the grand means (see table 1, last row) reveals that this is 
again due to a beneficial effect of the programs. The experimental group 
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increases the mean BMI, from the pre- to the post-treatment occasions, 
significantly less than the control group. 

 

 

Table 2. A(OVAs of the pre- and post-treatment scores. Last column 

shows the test for the interaction in the two-way A(OVA. 

 

Data set 
ANOVA 

Pre- scores 
ANOVA 

Post- scores 
F for the interaction effect 

1 F1,30 = 4.961 (.034) + F1,30 = 4.94 (.034) + F1,30 = 0.188 (.668)  

2 F1,579 = 6.991 (.008) + F1,579 = 8.629 (.003) + F1,579 = 1.456 (.228)  

3 F1,483 = 9.443 (.002) - F1,483 = 6.972 (.009) - F1,483 = 1.383 (.240)  

4 F1,469 = 2.400 (.122) - F1,469 = 4.001 (.046) - F1,469 = 3.552 (.060)  

5 F1,87 = 0.151 (.699) - F1,87 = 0.324 (.571) - F1,87 = 0.170 (.681)  

6 F1,2984 = 8.339 (.004) - F1,2984 = 5.548 (.019) - F1,2984 = 5.519 (.019) + 

7 F1,503 = 0.015 (.901) - F1,503 = 0.021 (.884) - F1,503 = 0.032 (.859)  

8 F1,554 = 6.094 (.014) - F1,554 = 5.797 (.016) - F1,554 = 0,176 (.675)  

9 F1,540 = 3.447 (.064) - F1,540 = 3.616 (.058) - F1,540 = 0.087 (.768)  

10 F1,177 = 4.037 (.046) - F1,177 = 3.904 (.050) - F1,177 = 0.027 (.871)  

Overall F1,6424 = 3.899 (.048) - F1,6424 = 1.771 (.183) - F1,6424 = 10.806 (.001) + 

 

 

 

It should be highlighted that the use of an ANCOVA model for the 
post- scores with the pre- scores as the covariate is controversial. While it is 
a correct choice for randomized designs, it is not for non-randomized, non-
equivalent, quasi-experimental designs (Miller & Chapman, 2001; Van 
Breukelen, 2006). The studies integrated here employ both designs and, in 
fact, in the primary reports ANCOVA is the choice in several studies. That 
is why we have not used it for our integrative purposes. 
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Furthermore as we have the data from all the studies available, we can 
perform a single, integrated analysis. We have performed a multilevel 
analysis of the change scores with random effects in the intercepts and the 
slopes. The conclusion is that there is no effect of the treatment (F<1). 

In short, the analysis of the raw scores at the data set level generates 
an inconsistent and contradictory view. However, the overall analysis of 
raw data indicates that these programs have, on the average, a significant 
beneficial effect, although this effect is so small that it is doubtful whether it 
is relevant. In fact, to achieve statistical significance of the interaction in the 
aggregated sample it has been necessary to use a really large sample size, by 
aggregating all the data sets. Whereas the mean difference in the post-scores 
is 0.16 BMI points (the average in the experimental group being larger!), 
the difference between the differences at the pre- and post- occasions is only 
0.07 BMI points, favouring the experimental group (smaller difference than 
the control group). The multilevel statistical model offers a different 
conclusion. 

 

Meta-analysis with order-zero ES indices 

As mentioned above, estimates of two order-zero ES indices are used 
in this phase of our study: the standardized mean difference (dg) and the 
Pearson's correlation (r). As they are order-zero estimates they do not take 
into account the pre- scores. Table 3 shows the dg and r indices calculated 
for each data set, as well as the combined estimate (weighted by the inverse 
of the variance) and the test of homogeneity. As d and r are algebraically 
related the conclusions are identical. In fact, the correlation between the 10 
pairs of dg and r values is 0.999. 

In line with the findings in previous analyses there are only two data 
sets (1 and 2) in which the effect has a positive sign, indicating a beneficial 
effect of such programs, whereas the other programs show negative effects. 
The meta-analytic integration appears on the last row of table 3. As can be 
seen in table 3, the estimates with both ES indices, assuming a random 
effects model (RE), suggest that this group of programs does not generate 
an effect significantly different from 0. On the contrary, using a fixed 
effects model (FE) the estimate is significantly different from 0 (but 
reflecting a detrimental effect of the programs!). Assuming a random effects 
model, we must conclude that the programs are ineffective or, even worse, 
that they have a negative effect, as all point estimates (both indices and 
models) are negative. 
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Table 3. Meta-analysis with order-zero ES indices. 

 

Data set 
dg r 

1 0.772 .376 

2 0.264 .121 

3 -0.240 -.119 

4 -0.184 -.092 

5 -0.120 -.061 

6 -0.094 -.043 

7 -0.013 -.007 

8 -0.206 -.102 

9 -0.164 -.082 

10 -0.296 -.147 

Meta-

analysis 

dg = -0.091 (RE) 

95%CI[-0.200; 0.018] 

Q(9)=29.665 (p=.0005) 

 

dg = -0.095 (FE) 

95%IC[-0.147; -0.044] 

r = -.045 (RE) 

95%CI[-.099; .009] 

Q(9)=30.582 (p=.000) 

 

r = -0.044 (FE) 

95%IC[-.069; -.020] 

 
 

 

Meta-analysis with order-one ES indices 

We calculated estimates for the three order-one ES indices selected 
for the present study: the partialized standardized mean difference (dp), the 
difference between the standardized mean change scores (dc) and the partial 
correlation coefficient (rp). Unlike what happened with the order-zero ES 
indices, in the order-one indices the pre-treatment scores are taken into 
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account. Table 4 shows the three estimates for each data set. The last row of 
table 4 shows the overall effect size and the test for homogeneity. As with 
the order-zero indices, given that the dp and rp are algebraically related, their 
results are similar (the correlation between the 10 pairs of values of dp and 
rp is 0.999). 
 

 

Table 4. Meta-analysis with order one ES indices 

 

 

A salient feature of the figures draws our attention. We expected that 
the values of the order one ES were different from the order-zero values, but 
what is more interesting is the fact that in several programs the sign of the 
effect is reversed. That is, whereas some data sets showed differences 
favouring the experimental group (or control group) with the indices based 
only on post-treatment scores, when they are analyzed with indices that take 
into account the pre- scores some of them show the opposite sign. 

Data set dp dc rp 

1 0.0216 -0.072 .0110 

2 0.1325 0.024 .0610 

3 0.1047 0.058 .0520 

4 -0.1718 -0.019 -.0860 

5 -0.1127 -0.049 -.0570 

6 0.0657 0.027 .0300 

7 -0.0161 -0.000 -.0080 

8 0.0244 0.009 .0120 

9 -0.0430 0.001 -.0210 

10 -0.0039 0.006 -.0020 

Meta-

Analysis 

dp = 0.015 (RE) 
95%CI[-0.044; 0.074] 
Q(9)=25.075 (p=.003) 

 
dp = 0.049 (FE) 

95%IC[0.021; 0.076] 

dc = 0.009 (RE) 
95%CI[-0.003; 0.022] 
Q(9)11.470 (p=.245) 

 
dc = 0.010 (FE) 

95%IC[-0.0003; 0.019] 

rp = .015 (RE) 
95%CI[-.010; .04] 

Q(9)=8.801 (p=.456) 
 

rp = .015 (FE) 
95%IC[-.01; .04] 
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Looking at the dp, five data sets show a positive effect of the 
intervention and five show a negative effect. If we assume a random effects 
model the overall size from these values reflects a positive effect, though 
not significantly different from 0 (dp = 0.015). With a fixed effects model it 
reaches statistical significance (dp = 0.049), but this last model should not 
be accepted because the test for homogeneity is also significant and we 
want to make inferences about the population of studies within which our 
data sets is considered a random sample (Hedges & Vevea, 1998). 

 

 
 

 
Figure 1. Overall estimate and confidence intervals for ES indices 

(order-zero and order-one) of the d and r families (panels A and B, 

respectively), assuming a random effects model. 

 

 

 

Related to the dc index, table 4 shows that for six data sets (2, 3, 6, 8, 
9 and 10) the estimates are positive, which means that the BMI is reduced in 
the experimental group as compared to the control group after the 
intervention. But the other four programs show the opposite sign. The 
overall effect size in these indices indicates a positive effect, though not 
significantly different from 0 (dc = 0.009). 

-0.20 -0.10 0 0.10

dg

dp

dc

(A)

-0.20 -0.10 0 0.10

r

rp

(B)
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As to the rp index there are also studies with positive and negative 
estimates. Of course, the signs agree with dp and with the overall effect size. 
Positive correlations are expected from the intervention effect. Table 4 
shows that this happens in five programs (1, 2, 3, 6 and 8) while in the other 
five the opposite happens. The meta-analysis on these values indicates a 
positive overall effect, though not significantly different from 0 (rp = 
0.015). 

In short, looking at the two order-zero indices (dg and r) there are 
positive estimations only for data sets 1 and 2, whereas looking at the three 
order-one indices (dp, dc, and rp) there is a larger number of programs 
reflecting positive estimations. This fact will affect the combined 
estimations producing larger order-one ESs than order-zero ESs, as shown 
in Figure 1. 

The main difference between the order-zero indices and the order-one 
indices is that the second group yield positive point estimates (for all 
indices and models), whereas the first group show negative estimates. 

 

Discussion 

A specific difficulty for employing the methodology of meta-analysis, 
and one of its main challenges, shows up when the statistics from primary 
studies to be included are absent in the published report and must be 
previously gathered from the authors. A common complaint among meta-
analysts is that the statistical description of the data is scarce. The 
information available is often enough for calculating order-zero ES indices, 
but the specific statistics needed for calculating order-one indices are almost 
always absent. 

The ES for the outcome of an intervention with two occasions (e.g., 
pre and post treatment) and two groups (e.g., experimental and control) 
should not be measured with order-zero indices. This is especially important 
when there is no random assignment of participants to groups. In quasi-
experimental designs with non-equivalent groups a significant effect on the 
post-treatment scores is not enough evidence for concluding about the 
treatment impact (e.g., Keppel & Wickens, 2004; Kirk, 1995; Maxwell & 
Delaney, 1990). Potential differences in the pre-treatment scores must be 
taken into account in the statistical analysis, which must rely on the 
interaction of the factorial ANOVA or on the direct comparison of the 
change scores. Of course, if this is true for the analysis of any primary study 
the same must be said for a meta-analysis that integrates studies that use this 
type of designs. The way to do this is using order-one ES indices instead of 



Effect size índices in meta-analysis 
 

305

the more frequent order-zero ES indices. Many previous papers (e.g., 
Becker, 1988; Dunlap, Cortina, Vaslow & Burke, 1996; Gibbons, Hedeker 
& Davis, 1993; Keef & Roberts, 2004; Morris, 2000; 2008; Morris & 
DeShon, 2002; Viechtbauer, 2007) focus on the benefits of using order-one 
effect size indices to control for differences in the baseline when comparing 
two groups at the post-test; we show it with a group of 10 data sets included 
in a published meta-analysis. 

However, our experience indicates that the information needed to 
calculate most of the order-one estimates is absent in the published reports, 
despite the increasing insistence of journal editors on its importance 
(Peterson & Brown, 2005). Even worse, the authors of the primary studies 
are reluctant to share their data, even after the paper has been published. 
Currently, performing meta-analysis with primary studies that need order-
one indices is a very difficult task.  Only one of the order-one ES indices 
employed in the present study (dc) can be calculated with the sample 
statistics sometimes reported, and it is not the one with better statistical 
properties, as shown in the simulation study of Huedo (2006). The results of 
studies with the designs we are dealing with cannot be performed with the 
order-one ES indices with better properties. 

A possible course of action is carrying out the calculations taking as a 
basis the subsample of studies that provide the information needed. But this 
restriction increases the sampling error, reduces the accuracy and the 
generalizability of the population ES estimates and could bias the overall 
ES estimation (Glaser, 2002; Peterson & Brown, 2005). An alternative is 
ignoring the pre- scores and assume the previous equivalence of the groups 
in the pre- scores, but this can have even larger costs. On one hand, it is 
precisely the known threat to internal validity labelled as “selection of 
samples” (Cook & Campbell, 1979) that motivates the use of two-moment 
designs. Ignoring this in the meta-analysis would not make any sense. A 
better choice is taking an order-one index, dc, which is better achieved with 
the information usually available in the reports although it is not the best 
choice in statistical terms. It could represent a good balance between 
availability and statistical properties. Furthermore, there are formulas for 
calculating the statistics needed (specially the standard deviation of the 
change scores or the correlation between the pre- and post- scores) based on 
the t-test for the change. The average value can also be employed for 
imputation to the studies where it is not available1. However, in order to 
have a good idea of how this way would work in our study, we must 

                                                 
1 Thanks are due to the associate editor, Julio Sánchez-Meca, who directly suggested in the 
process of review this way to complement the calculations. 
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highlight that none of the primary studies reported the correlations between 
the pre- and post- scores. It is necessary for calculating the variance of dc 
(see the appendix). The variance of the change scores can also be obtained 
if a t-test statistic for the pre- post difference is available; only 7% of the 
comparisons offered this in our study. Alternatively, most of them included 
F ratios for tests with several groups, without the MCE, or the F for 
ANCOVA. 

A possible solution to the shortage of statistical information is 
requesting the authors of the primary studies for the statistics needed to 
calculate other desired ES indices. Taking as a basis our experience, we 
think that it is better asking for the raw data instead of the statistics, for 
several reasons. First, most of the ES indices (order-zero or order-one) are 
parametric, and in order to get a correct inference some assumptions must 
be made; they can be tested if the raw data are available. Second, when 
conducting a meta-analysis it is necessary to make a number of decisions 
along the process. To reduce the bias in the process of decision making, it is 
essential that the meta-analysis is carried out by more than one coder and 
that these coders discuss their disagreements. The fewer things left to be 
guessed, the more accurate findings will be reached. The fact of having the 
raw data from the primary studies not only allows to check the assumptions, 
but also offers the possibility of performing the same statistical data. 
Besides this, different experimental designs can lead to estimate different 
parameters. This must be taken into account in the meta-analysis, as some 
adjustments are often needed for the ES calculated on data from different 
experimental designs (Morris & DeShon, 2002). 

The alternative chosen in the present study has been to request the 
authors to send the raw data, a strategy often recommended when the 
published reports do not provide the statistical information (Orwin, 1994). 
However, this has shown to be a tedious and unproductive task, as others 
have complained (Wicherts, Borsboom, Kats & Molenaar, 2006). In our 
case, although we requested the raw data from the main authors of 109 
primary studies we only obtained the information from 13 primaries studies 
(11.9%). 

Obtaining the raw data should be an easy target itself, being an ethical 
principle of research that should be observed by researchers, regardless of 
their scientific discipline. Institutions and documents, such as the APA, the 
Code of Good Scientific Practice, the Fifth Reform of the Helsinki 
Declaration (WMA), professional organizations as the American Medical 
Association (AMA) or editorial policies of leading scientific journals as 
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8ature or Science, point the need to share information between researchers 
in a more or less explicit way. 

Despite the effort and time invested in getting the raw data and the 
small number of data sets obtained, we have been able to verify the 
differential estimations of the order-zero and order-one ESs. In our sample 
of data sets, when using order-zero indices, that do not take into account the 
pre-scores, a negative overall effect size, although non-significant, is 
obtained. Therefore, the use of order-zero indices provides a result that goes 
against what was expected. On the contrary, the order-one indices yield a 
positive effect, although again non-significant. The order-one indices which 
include both the post-scores and the pre-scores increase the sensitivity of 
the indices, and are able to detect a positive effect, in the expected direction. 
This indicates that, even when there is no equivalence in the groups at the 
pre- occasion, the intervention has caused the desired effect in the 
experimental group as compared with the control group; this is reflected in 
the order-one indices but not in the order-zero indices. 

As pointed out in our goals, the double analysis presented  in this 
paper gives us the opportunity of comparing the conclusions reached with 
primary and meta-analytic procedures. The comparison shows that the 
meta-analysis with order-one indices yields conclusions close to those from 
the primary analysis with the raw data, whereas the meta-analysis with 
order-zero indices does not. The source of the discrepancy between them is 
that the ANOVAs of the pre- scores shown in Table 2 show the non-
equivalence between the groups before the intervention. This lack of 
equivalence is simply ignored when order-zero indices are employed for the 
meta-analysis. 

In spite of the small number of data sets involved, our study has 
shown that order-one indices have to be employed instead of the order-zero 
ones in order to reach conclusions about the effect of an intervention in a 
meta-analysis that includes primary studies with this type of designs. 

 

Conclusions 

In 1976 Gene V. Glass, in the presidential communication of the 
annual meeting of the American Research Association, coined the term 
meta-analysis to refer to “the analysis of analysis" (Glass, 1976, pg. 3) 
defining it as "the statistical analysis of a large analysis collection of 
analysis results from individual studies for the purpose of integrating the 
findings" (Glass, 1976, pg.3). Since then many researchers keep trying to 
improve this methodology. Thus, today we know that order-one indices are 
more appropriate for meta-analyses of primary studies with two groups and 
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two measure occasions than the order-zero indices, which involve only the 
post-treatment scores. This is especially important with quasi-experimental 
designs with a non-equivalent control group as pre-treatment equivalence is 
not guaranteed with random assignment. However, for this practice to be 
successfully implemented the primary studies need to provide much more 
statistical information than they have provided so far. 

Achieving the cooperation of primary studies authors is a must. Their 
contribution is essential for a further development of the meta-analysis. In 
fact, without the fair cooperation of some colleagues, actively involved in 
providing the raw data from their primary studies, it would have been 
impossible for us to finish the present research successfully. At the end, our 
analyses show clearly that we cannot trust the conclusions if order-zero ES 
indices are employed. But they also show the practical difficulties that in 
fact are encountered when trying to gather the statistical information or the 
raw data. This process would be much easier if these were already available 
in data repositories. The APA and other institutions should foster a better 
cooperation between psychologists and encourage the move towards routine 
data sharing by open access data bases. The statistical information included 
in the reports is so far clearly insufficient. That is why we think that, 
although order-one ES indices are completely necessary for a proper meta-
analysis of studies with some types of designs, it is still too difficult, and 
this will remain the same as lone as fair data sharing is not assumed among 
psychologists (Botella & Ortego, in press; Nature, 2006). 

RESUME( 

La difícil pero necesaria tarea de reunir índices de orden uno en meta-

análisis. El meta-análisis de estudios primarios con diseño de dos grupos y 
medidas en dos momentos debe emplear índices de tamaño de efecto de 
orden uno. Especialmente si la asignación no es aleatoria, con diseños de 
grupo control no equivalente, las conclusiones alcanzadas pueden estar 
fuertemente sesgadas si sólo se incluyen las medidas post tratamiento. 109 
estudios primarios incluidos en 4 meta-análisis fueron recopilados y  se 
contactó con sus autores para pedirles los datos originales con fin de estimar 
los índices de orden uno. De este total sólo se consiguió 13 estudios 
primarios. Los resultados obtenidos con los datos originales fueron 
comparados con los estimados con los índices de orden cero y uno. A pesar 
de las dificultades para conseguir los datos, el pequeño grupo de datos 
analizados mostró que si el meta-análisis se realizaba con índices de orden 
cero las conclusiones eran erróneas. 
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APPE(DIX 

Effect Size indices employed. 

It is assumed a design with two groups, Experimental (E) and Control 
(C), measured in two occasions, pre-treatment (1) and post-treatment (2). 

Thus, the mean and the variance are 1EX  and 2
1ES for the pre-treatment in 

the experimental group, whereas the subscripts change to C and/or to 2 for 
the other combinations of groups and occasions; NE and NC stand for the 
group sizes. 

 

Order-zero indices 

- Standardized mean difference (dg), is the difference between the 
means in the post-treatment scores, divided by the common standard 
deviation, corrected for bias, 

pooled
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dg S

XX
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−
⋅=  

where Spooled is the pooled standard deviation and )m(c
gd  is the well known 

correction factor for bias (Hedges, 1981, pg. 114), 
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The (large sample approximation) variance of the index is (Hedges y 
Olkin, 1985, pg. 86, ec. 15), 
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- Pearson’s correlation, between the post-treatment scores in the 
dependent variable and the dichotomous codes for the group (Y), 
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 As it is usual, we will analyze it after the transformation to Fisher’s 
Z (Fisher, 1928), 

XY

XY
er r1

r1
log

2

1
Z

−

+
=  



 C. Ortego & J.Botella 314

 The (large sample approximation) variance of the index is (Shadish 
y Haddock, 1994, pg.268), 

3)NN(
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CE

2
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=  

 
Order-one indices 

- Partialized standardized mean difference (dp), is the difference 
between the means, previously adjusted for differences between the pre-
treatment scores (Keef y Roberts, 2004, pg. 100, ec.5), 
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where the superscript a stands for adjusted and the correction is (Hedges, 
1981, pg. 114), 
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and its (large sample approximation) variance is (Keef y Roberts, 2004, pg. 
100, ec.10), 
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- Difference between the standardized change scores (dc), is the 
difference observed between the changes in each group from the mean pre- 
to the mean post- scores, after standardizing each change by its own 
standard deviation (Becker, 1988, pg. 259), 

cEcCc ddd −=  

 For the experimental group (for the control group, the under script 
changes from E to C), dcE stands for the standardized mean change in that 
group, 
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 The bias correction is (Hedges, 1981, pg. 114) , 
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and its (large sample approximation) variance is (Morris 2000, pg.21, ec.9), 
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The variance of the index is the sum of the variances (Morris, 2000, 
pg. 26, ec.16), 

222

cCcEc ddd SSS +=  

 

- Partial correlation coefficient, is the correlation between the post- 
scores and the dichotomous codes for the group (Y), partializing for the pre-
treatment scores, 
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 The Fisher’s Z transformation is applied as in the bivariate case, and 
the (large sample approximation) variance is, 
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being p the number of predictors partialized (here, one). 
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